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bind & INADDR_ANY

man ip(7) :



bind & IP_TRANSPARENT

man ip(7) :



Local App
(or kernel sock)                            Proxy  (L7 or DNS)

(non-)overlapping binds on same port?

any / local addr tproxy / non-local addr

port xyz

sk1 sk2



(non-)overlapping binds on same port?

- inet_bind() already checks if the given address is a local address or not

- Opt-in via INET_FLAGS_BIND_OVERLAP_ANY on a transparent socket

- Allows transparent proxies to use of the same port numbers with a non-local address 

as is being used for an ANY listener in the same networking namespace

- IPv4 PoC

- IPv6 PoC

https://github.com/cilium/linux/commit/be33d20c61bb8f2d53e6ff319fd6b6640a787139
https://github.com/cilium/linux/commit/605d0693a150b6f0ffa28d54ee84dc491abbdbdd


Misc: WireGuard

● Finding from flamegraph when running netperf over wireguard ifaces

● clear_page_rep() stood out as being even more expensive than the crypto ops

● Is there a way we could avoid it?



Other findings from testing:

DB

Huge cost from page clearing
triggered inside wg via 
skb_cow_data (ideas?)

wg: decrypt_packet() :

https://git.kernel.org/pub/scm/linux/kernel/git/torvalds/linux.git/tree/drivers/net/wireguard/receive.c#n242


Misc: BIG TCP

● Regression when only enabling BIG TCP for IPv4 but not for IPv6

● Reported by users when having Cilium + IPv4 BIG TCP enabled

● Planning to send a fix for gso_features_check(): depending on protocol either use 

READ_ONCE(dev->gso_max_size) or READ_ONCE(dev->gso_ipv4_max_size)

● Some locations respect the above, but others not

Can be common helper:

gro_max_size = skb->protocol == htons(ETH_P_IPV4) ?

READ_ONCE(skb->dev->gro_ipv4_max_size) :

READ_ONCE(skb->dev->gro_max_size);

https://git.kernel.org/pub/scm/linux/kernel/git/torvalds/linux.git/tree/net/core/dev.c#n3506

